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Abstract. Solutions to phishing have included discrete training, stand-alone warnings,
and automatic blocking. We integrated personalized blocking, filtering, and alerts into a
single holistic risk-management tool, which leverages simple metaphorical cartoons that
function both as risk communication and controls for browser settings. We tested the tool
in two experiments. The first experiment was a four-week naturalistic study where we
examined the acceptability and usability of the tool. The experimental group was exposed
to fewer risks in that they chose to run fewer scripts, disabled most iFrames, blocked Flash,
decreased tracking, and quickly identified each newly encountered website as unfamiliar.
Each week participants increased their tool use. Conversely, those in the control group
expressed perceptions of lower risk, while enabling more potentially malicious processes.
We then tested phishing resilience in the laboratory with newly recruited participants.
The results showed that the tool significantly improved participants’ ability to distinguish
between legitimate and phishing sites.
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1 Introduction

Phishing attacks are one of the most well-known cyber attacks. In 2017 alone, there was a loss
of $678 million in the US due to phishing attacks [52]. In 2015, McAfee implemented an (admit-
tedly commercial) study of 19,000 consumers and found that 97% of participants were unable to
detect phishing emails [1]. Phishing also plays a critical role in the broader eCrime ecosystem,
allowing for technically simple and low-cost intrusions [36]. Thus, defeating phishing remains a
significant challenge for human-security interactions [14]. To assist potential victims, we created
a browser extension that centered the human experience to help internet users incorrectly iden-
tifying phishing attacks. We constructed the front-end as an extension using cartoons, as shown
in Figure 1. The design was built on three core components. First, our tool design we assumed
that participants do not care about the technical source of risk: the site, the ads, or the route.
The second component is the recognition that there are trusted web sites for social, professional,
and personal reasons that vary between individuals. The third component is that we integrated
secure communication as a possible way forward, as a complement to stand-alone indicators. We
integrated warnings and controls so that people had to actively and knowingly choose risk-taking.
To report on the implications of the toolbar mentioned above, we report on two experiments that
used the interaction. For the first experiment, we conducted a naturalistic in-situ study with 44
participants to evaluate the usability and acceptability of the tool. For the second experoment,
we conducted an in-lab study with 45 participants to assess efficacy of the tool. Our research
questions were:

RQ1: Is the tool understandable? Using interviews and qualitative analysis, we evaluated
whether individuals accurately describe the implications of the interaction. If it was understood,
would it be used? To answer this, we conducted a naturalistic study and interviewed participants
about their perceptions of the tool.
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RQ2: Is the holistic risk management tool acceptable? In the naturalistic setup, we
observed how users usage and perception of the tool improved during the study.

RQ3: Do participants who were completely unfamiliar with the tool illustrate greater
efficacy in detecting phishing sites? We inspected efficacy in mitigating phishing. For this, we
conducted a laboratory experiment where participants were interacting with the toolbar for the
first time. We exposed the participants in the experimental group to the same mock phishing
sites as a control group.

RQ4: How do stress conditions impact the risk behavior of an individual while interacting
with risk-mitigation tools? The final test, of efficacy under stress, was part of the same experiment.
Specifically, we evaluated in a real-time in-lab experiment under two stress conditions to better
align with the cognitive experience of actual phishing [29].

Our contributions are the use of risk communication to identify and mitigate aggregate
risks in a single tool. The tool includes script blocking, embeds phishing indicators, certificate
warnings, and provides notification of unencrypted communication. The second contribution is
personalized web risk settings based on individual choices and browsing history. In other words,
we let each person easily select their own unique set of favorite or most-used websites, deciding
to take the risk but knowingly. We complement that by trivially distinguishing the familiar from
the unfamiliar through targeted blocking. The third contribution is a design intended to provide
security without information sharing, i.e., potential loss of privacy.
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Fig. 1. Toolbar showing the low, medium, and high risk tolerance buttons

2 Related Work

In 1996 Zurko [56] coined the phrase “user-centered security.” This work identified the user
challenges in security instrumented in warnings, usability studies of security tools, and research
into user perspectives on security. Cranor and Garfinkle‘s classic text on usable security, for
example, included evaluations on browser warnings [12]. In 2006, a study of five simple commercial
toolbars found that none of them had any statistically significant impact [51]. Shortly after this
high impact study, the focus moved away from this type of interaction as conventional wisdom
began to focus on browser indicators and warnings. A comparison of six indicators across nine
browsers resulted in a redesign of security indicators for Chrome [22]. However, despite noting
the importance of trust-based risk communication tools and interactive [30] and trust ensuring
tools [53], comparatively little work has been done in risk communication with few exceptions [32,
39].

2.1 Security as Risk Communication

Risk communication depends on estimates of the underlying risk as well as subjects’ mental
models of the risks [10,15]. Asgharpour et al. [4] and Wash et al. [48] showed distinct differ-
ences in the mental models between experts and non-experts by analyzing simple mental models
which were later validated by user studies [31,9]. Mental models and risk perception differ be-
tween individuals, and the differences between experts and non-experts is a challenge addressed
by security researchers who have collaborated with cognitive science researchers in implement-
ing mental models [6,8,47]. Applying these models requires identifying the model of the specific
user, which requires observing user choices and behaviors [50, 43] or the inherent natures of the
risks [25]. Perceived risk offline is driven by nine characteristics of the hazard [23]: 1) voluntari-
ness, 2) immediacy, 3) knowledge to the exposed, 4) knowledge to experts, 5) control, 6) newness,
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7) common-dread, 8) chronic-catastrophic, and 9) severity. Offline, this framework informed four
decades of research in risk perception and public policy in a variety of risk domains, e.g., environ-
mental risk [24], health risk [28]. Online, this framework has been used to explain perceptions of
technical security risks [25] and insider threats [21]. Mental model research not only focuses on se-
curity and privacy but also implements user perception of environmental hazards by incorporating
Human-Computer Interaction (HCI) methods [10].

2.2 Browser Warnings and Toolbars

Wu et al. [51] investigated the impact of the three toolbars [37, 11, 27] and concluded that toolbars
do not work. However, it provided no generalized findings for the design of interactions. Felt and
Weinberger examined how often a person should be alerted with a warning after the dismissal of
an initial warning [49]. Patil et al. [38] recommended providing delayed feedback for non-privacy
critical situations. Instead we endeavored to implement real time feedback through risk indicators
with the assumption that only the user knows what is privacy critical to them.

2.3 Graphical Usage in Risk Communication

Visual differences including personalized security indicators [33,40] have been proven effective in
detecting Phishing websites [34]. Zhang et al. used text, infographics, and a comic to educate
participants on why updating anti-virus software is important [55], users expressed that they
understood why it was important and while making decisions after the study, referenced the
comic example for guidance [54]. Garg et al. explored the difference between the same script
when presented as a video and presented as text in educating individuals on how to avoid being
victimized by phishing [26]. They used the metaphor of a solicitor impersonating a banking
investigator to leverage story-telling to educate older users. Wash found individual stories told
by someone users could identify with to be a highly effective form of risk communication [48].

2.4 Usability and Adaptability

Building the tool is not enough, it must also be usable and acceptable [35,17,5,16]. Das et al.
found that even technical experts do not adapt simple security tools if risk mitigation techniques
are not communicated properly and if the benefits are unclear [13]. Thus, our goal was not only
to build a usable and factually useful tool, but also one that communicated the risk mitigated by
its use.

3 Prototype Design

Our tool focuses equally on ease of use and effective risk communication. The goal is to allow
users to take a security risk only by making informed decisions with proper knowledge of the
risk. The toolbar not only works on a local system but also remembers the user’s choices and
the context in which risks are acceptable, and minimizes risk in other contexts without storing
it in the cloud. Our toolbar extension uses very simple metaphorical cartoons to indicate low,
medium, and high-risk options. Figure 1 shows how the toolbar’s buttons look. We instantiated
the illustrations as buttons that control the browser settings while communicating the level of
risk for a given connection with the selected parameters. We had three high-level contexts in the
architecture (Web, Network, and User). The details of operation are described necessarily in other
publications. Here the focus is on the user experiment and results. To evaluate certificates and
generate custom certificate warnings, we used a machine learning approach described by Dong et
al. [19], which later expanded with Microsoft [18].

The risk of the network connection was evaluated by reading the network policy and
assessing the use of encryption during transmission. Our assessment also included the evaluation
of familiarity of Service Set Identifier (SSIDs) and familiarity of the IDs of devices connected to
the same SSID for wireless. The assessment of risk above the network level was a combination of
the domain name, certificate, and page elements, mainly scripts. Domain names were evaluated
based on personal history with an initial default of the top million trusted. The domain name
reputation system was grounded in the initial anti-phishing reputation system described in IBM
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Systems Journal [45]. These visited domains became trusted one week after the first visit or upon
explicit user action. That one week window is grounded in reported take-down times from private
conversations in the Anti-Phishing Working Group. We evaluated the Certificates using machine
learning as detailed in the specific publication on that module [19]. We evaluated the running
scripts on familiarity and source. Some familiar scripts were white-listed or grey-listed based on
source (e.g., Google Analytics was enabled on Google). Other indicators in our prototype included
personal history, checks for common vectors for malware (i.e., Flash, iFrames), and any script that
indicated cross-site scripting. This analysis was too burdensome for real-time, and we substituted
a lightweight version for the actual experiment reported here. The likelihood of warnings was
grounded in the risk setting chosen by the user. The default was a medium risk. The interaction
was chosen based on previous work on risk perception, to align user mental model and construct
on previous work on cartoons, videos, and images as online risk communication [7, 26, 44, 54].

4 Method: Naturalistic Study

For our experiment, we recruited 82 participants by posting flyers at the university and various
places of worship. The outreach to places of worship was grounded in team social connections and
could arguably be considered snowball sampling. The goal of this outreach was to have a diverse
sample. All stages and work were reviewed and approved by the Institutional Review Board. The
first step for participants was completing an initial interview and survey that consisted of basic
demographics and expertise questions. Qualitative team members from the College of Arts &
Sciences conducted the interviews. We specifically sought non-technical users for this study, so
53 participants were invited to participate in the second portion of the study; the remaining 29
participants were deemed to have too much computer and security knowledge to continue the
experiment. We measured the participant’s expertise by a combination of knowledge skills and
behavior questions from Rajivan et al.’s work [41].

Out of the invited participants, 44 decided to partake in the month-long second phase
and were randomly divided into two groups: experimental and control. Both the control and
experimental groups brought their personal laptops to our research house. They were assisted in
the installation of Mozilla Firefox if they did not already have it installed, and the experimental
extension from our technical team. No use instructions were initially given, excluding a brief
installation video. The control group received a version of the extension that was designed not
to interfere with their normal browsing and would only run in the background to perform risk
calculation and logging usage data. The extension for the control group existed only as a data
compilation tool for comparison with the experimental group. We gave the full extention to the
experimental group. The default setting for each website, excluding those blacklisted, was set at
medium for the experimental group on start. Participants could adjust their default ratings on the
menu. Still, each new website visited would load at the selected default level until a participant
changed the security rating by clicking on one of the three illustrations. After applying a new
security level, the extension remembers the level given for each site and will load that on future
visits.

We instructed the participants in both groups to use Firefox for their daily internet
browsing. We also asked the participants not to use any other extensions during the experiment.
Each participant returned once a week for four weeks for an hour session. They were paid $20 for
each session. These sessions consisted of the participant being interviewed in one room while the
technical team extracted their log data in another room. At the end of the four weeks, there was
an exit interview and survey. We had 44 total participants complete the entire experiment, 23 in
control, and 21 in the experimental group. We based the duration of the experiment in part on
Anderson et al.’s work on habituation to security warnings [2]. The four week period was more
extended than work by Vance et al., which combined recovery periods with functional magnetic
resonance imaging (fMRI) examination of responses to warnings [46]. Their work indicated that
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habituation was evident within a week. Thus, our four-week experimental period should have
been sufficient for any habituation effects to be apparent in the results.

5 Results: Naturalistic Study

In this section, we report on a four-week naturalistic study, which includes the interviews and the
modifications of the secure browsing behavior of 44 participants. In a four week experiment, we
monitored participants’ practices as well as self-reported perceptions of their actions. Participants
in the experimental group chose fewer online risks than those in the control group.

Interview data and computer logs were collected every week for four weeks from all
participants. Crowd workers transcribed the audio files at TranscribeMe! 3. We used the online
qualitative data analysis service Dedoose 4 to code the data and provide a first pass at the analysis.
A team of researchers developed the original codes by examining the transcribed responses to the
most relevant questions for this study. Two researchers coded small sections of transcripts until
they achieved an inter-rater reliability score above 0.80 and then proceeded to code the remaining
200 transcripts. We asked the participants to use Firefox with the tool enabled for at least six
hours per week. Users reported time with the tool fluctuated throughout the study, with 35%
reporting that they used the tool for 0-9 hours in the first week. By the third week, 33% reported
minimal tool use, i.e., 0-9 hours. By week 4, 26% reported using the tool 0-9 hours; 44% used it
10-14 hours, and 22% used it more. Our data collection validated these reports, which proves the
tool use increased over time rather than decreasing.

Recall that, the tool accepts the settings for a second-level domain and applies that
setting. The result is that there is less interaction with the toolbar over time, as an increasing
number of sites will be set according to the user’s preference because the websites the user visits
will have been increasingly configured. The extension’s most visible activity was blocking scripts
that could contain malicious content. If participants clicked on the image of the pigs in the
brick house, then the tool blocked large sections of advertisements, images, and videos (Low risk,
high-security settings). If they clicked on the icon of the pigs in the straw house, then the tool
blocked only items on the blacklist (High risk, low-security settings). In practice, this meant that
the high risk, straw house, rating blocked almost nothing. Individual participants’ answers to
“Based on your interaction with the tool last week, what do you think the tool does?” ranged
from accurate to erroneous, even in a single session. At some point in the four weeks, 88% of
all participants reported accurately that the “tool blocks (removes/hides) things based on the
security settings.” Over half of this group also incorrectly stated that the tool provided anti-virus
protection. Participants expressed their perceptions of convenience versus security and efficiency
versus security, as well as wanting particular content and realizing there was a security issue. “I
felt like the piggy in the brick wall. My computer was safer thanks to the tool, but there’s a
battle going on between security and convenience.” stated one participant. The same participant
then said about the high-risk setting, “The one it’s currently on is its easiest setting and allows
the website to work very efficiently.” It is hard to judge perceptions on ‘efficiency’ except that
the page would appear reasonable to them. Two users did report switching to the lowest security
setting to speed up their computer. No participant singled out security versus privacy.

Overall, 83% of participant responses indicated that they felt the pictures were effective
as a tool for communicating computer security. Only two people said that they would have
preferred words to pictures. One of those two felt it was too simple indicated, but that it would
work for others: “I think it’s good. I think I'm a pretty savvy internet user, it’s a big part of
my job and so... um, it’s very easy, and it makes it very quick to notice, and I kept thinking
this would probably be really good for like, my mom, who doesn’t know as much.” We show a

3 https://transcribeme.com/
4 http://www.dedoose.com/
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Fig. 2. Increased security perception for participants (left). Level of risk that each user chose during their
fourth week of use (right).

more detailed breakdown of the participants‘ responses in Figure 2. This comment may reflect
not only ease of use, but also the fact that individuals are better at identifying rational responses
to risk for others than to themselves [42]. The primary objection to the tool was that it included
warnings, particularly password reuse warnings. The password warning for unsafe use was the only
warning difficult to disable and triggered when a password was being sent over an unencrypted
link or unprotected wireless connection. There would not be a technical solution at the browser
to mitigate such a problem unless Tor or a VPN were integrated into the extension. Every other
warning allowed individuals to reset their risk setting before moving forward and indicated that
the person could go forward. We also inquired with the control group about the functionality of the
tool. For the control group, the extension only logged their browsing activity and calculated the
degree of risk for a given page. It was natural for the majority of the control group to respond that
the tool gathers/tracks Internet browsing data. Only five people said otherwise, either believing
that the tool was designed to track advertisements or that the tool was some form of anti-virus
or malware protection. Three people reported that the tool was designed to change the computer
speed, as some people reported issues with their computer operating noticeably slower.

5.1 Understanding the Tool

Participants largely understood the meaning of the pictures that conveyed their level of exposure
to potential threats on webpages as a function of their own manipulated tool settings. There
was some confusion between risk and protection as the lower security level represented a higher
risk. The example below portrays a typical response where the confusion is evident; however, the
participant’s perception is on-point:

Interviewer: “This is Picture B. Can you tell me what this means?”

Participant: “Big bad wolf. This is the medium setting. Again, with what I originally
thought the software would do, and these pictures... what they are, what they represent don’t
really line up to me. Cuz, it’s not like anti-virus software. These pictures, to me, make me think,
it’s going to moderately protect my computer against certain websites that could be dangerous.
But that’s not really what it does. It just tells me whether it’s safe or not, and it blocks some
pictures. From what I can discern, ascertain. I don’t know.”

5.2 Changing Tool Risk Levels

10 of 25 experimental participants reported keeping the security setting on the lowest level the
entire time. As the control group, the experimental group perceived their risk as more moderate
than it was, as the graph of time spent at each level illustrates in Fig 5. 20 of the 25 experimental
users reported reducing the settings at some point during the study period. Five said it only once,
two in the first week, and three in the third. Reports of reducing the settings were consistent
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throughout the study. Participants generally wanted to see all of the content on the website or
needed to reduce the settings to get the functionality from the site that they desired. There were
more changes in risk levels than reported. By the final week, some participants reported not having
to change the setting. The design goal was to make the tool highly usable. Therefore part of the
customization was storing the participant’s choice for a site, so it was not necessary to change
the settings on return visits. Participants offered various reasons for changing the risk setting.
One decreased security when the default was placed on medium for trusted sites, expressing this
as, "Uh, I turned it on no security whenever it automatically bumped itself up to medium.” A
second participant also explained that decreasing security was needed to access content, ”Most
of the time, I would keep it on medium setting. That’s always good. But if there’s something
like, if T needed to watch a video, I was like- I would go to Sports Center, and if I wanted to
watch a video, I would have to put it on the low setting to watch some of the videos.” A third
participant explained, ”On a site, like Reddit or a news— any site where if I click something and
it takes me somewhere else - a site that redirects you - I would tend to put it on medium maybe
more because I don’t think I'm staying in the same place that I know is safe.”

Eight people reported changing the setting to decrease risk, sometimes to hide advertise-
ments (two participants), but the primary reason was playful exploration. Only three participants
reported wanting to increase their security with the tool. Two of these three were in the lowest
expertise score range. A total of 13 people reported simply playing with the tool. The most often
mentioned benefit was ad-blocking functionality. In addition to the perceptions of changes, we ex-
amined how often there were changes. We evaluated how often a participant’s browsing switched
between high, medium, low-risk settings across different websites. We show the results for the last
week in Figure 2. This graph is only for the participants that continued the experiment through
the fourth week. While some users chose to be at high risk, most users spent the majority of the
time at medium risk. We also noticed that users chose higher risk settings when surfing social
media sites; note that the tool at the lowest risk setting blocks almost all functionality of such
sites. The extension defaulted to the medium level of risk whenever a user visited a new website,
thus introducing protection from potentially malicious scripts and allowing the user to opt for in-
creased or decreased protection. Not shockingly, defaults are powerful even when easy to change.
One way of evaluating the graph above is that participants embraced the default setting most of
the time.

5.3 Warnings

The following quotes represent how one user felt about password notifications. These findings
point to the fact that people not only would not change their passwords but found the notifications
about password security to be an annoyance.

Participant Week 1: ”With the warnings about the passwords, there’s no option to shut
those notifications off. As it is with almost every security thing, it’s like, ‘Well, if you want to
keep being reminded of this every time then.”

The other warnings were click-through and allowed risk level changes. The warning which
was explicitly mentioned as problematic was the password warning.

Participant Week 2: ”So, when it gives you the, ‘You've used this password before,’
there’s got to be a checkbox for, ‘Stop reminding of this.” So, that made it worse. That’s pretty
much it.”

None of the warnings could be disabled, but the other warnings were not subject to
complaints.
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6 Method: In-Lab Experiment

For the follow-up study, we conducted an in-lab experiment with 45 participants. The second
phase of the study was reviewed and approved by the Institutional Review Board as well. For this
phase of the study, we partially implemented the study design implemented in an eye-tracking
survey for security indicators by Majid et al., where the secure browsing indicators were added
to the browsing experience of the users [3]. Out of the 45 participants, nine were female, and
36 were male. Ten participants were within 18-21 (inclusive) years old, 30 were between 22-25
years old, and five were between 26-30. Twenty-four participants were undergraduate students,
and 21 participants were graduate students recruited from a non-technical security course at the
university. We mainly chose a younger crowd to test the usability, acceptability, and efficacy of the
tool. We provided the participants with a verbal recruitment script, which explained the in-lab
experiment.

We experimented in the university’s computer lab, where the participants used either
their personal laptop or the lab’s computer where Morzilla Firefox was installed, and it was
mandatory for the participants to use Mozilla Firefox for the integration of the experimental
toolbar. After providing the verbal recruitment script, we informed the participants that their
participation would yield an accepted payment of $2.00. After that, we randomly assigned them to
a group that decided their bonus pay, which could be anywhere between $0-$8.00. We provided the
students with a link which placed them in a randomly assigned group. The experiment included
eight different conditions across two penalty stress conditions and four experimental presentation
groups. We based the two different stress conditions by showing a time penalty for incorrect
selections or a deduction in payment. The remaining presentation conditions included the control
group which showed sites without our experimental toolbar, the low-risk tolerance group which
presented sites through the lens of the low-risk high-security setting, the medium risk tolerance
which showed places with the medium risk medium security setting, and finally the high-risk
tolerance group that presented sites with the toolbar on the high-risk, low-security environment.

After the assignment of the random conditions, the participants went through the pre-
screening questions, where we asked them about their age, nationality, and native language. The
experiment included only participants who were more than 18 years old, lived in the US to remove
cultural biases, and also to facilitate the location restriction of the in-lab study, and could read
and write in English. The experimental setup provided each participant with 26 individual website
images, which were randomly sorted into spoofed and non-spoofed versions of the website. If the
participants trusted the site, they clicked the login or the sign-in button. If the participants didn’t
trust the website, then they could click the back button. If the participants clicked login for a bad
site, then the error message “Clicked on a Bad Site” popped up. If the participants clicked the
back button on a legitimate website, then the error message “Did not click on a good site” popped
up. For a successful click, the experiment setup directed the participant to the next website. The
participants in the time penalty, for every incorrect click, got a sentence of 15 seconds and could
not proceed further until the penalty period ended. The timer was on during their selection of
the website. Thus, we ensured the timer created the required stress condition. We penalized the
other group with the bonus deduction with $0.67 from the $8.00 allotted for the max bonus pay
on incorrect selections. Thus, though the time was not a stress condition here, the wrong choice
still yielded them the loss of the bonus pay. After explaining the entire procedure, we also asked
the participants questions to check their understanding to ensure that they correctly understood
the process as the whole. After they correctly answered the whole question set, we directed the
participants to their respective set of websites. After they went through the experiment, the
participants answered some computer knowledge, expertise, and behavioral questions.
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Fig. 3. Box plot of distribution of Accuracy (left) and Time as stress condition (right).

7 Results: In-Lab Experiment

We also report on the in-lab study, with a different set of 45 participants on the usability, accept-
ability, and efficacy of the implementation of the toolbar extension. We calculated how participants
behaved between the toolbar and control groups and found significant improvement (W = 18,
p = 0.005) in detecting Phishing websites when we compared the Toolbar Low-Risk High-Security
Option with that of the control group. We also tested the stress conditions (Money versus Time)
in our experiment to analyze how stress creates risk behavior changes. However, we were unable
to find any significant differences between the two sets of participants while evaluating their ac-
curacy ratings (p = 0.8). Thus we cannot conclude that the difference in stress conditions created
much difference. However, we found significant results when we compared the control with the
stress condition as Time and the participants who received toolbar set as low-risk tolerance with
the Time condition (p = 0.04). Figure 3 shows the significant improvement in the accuracy of
the participants who used the toolbar as compared to the participants in the control group. The
participants’ familiarity with the websites impacts the how the toolbar behaves. The tool modi-
fies the interface based on whether the users are interacting with the toolbar for the first time.
Therefore, to evaluate the efficacy of such a mechanism, it was critical to capture the website
familiarty score for the participants. We ran a regression where the accuracy was the dependent
variable, and the familiarity score was the independent value. We found a positive correlation of
the accuracy of the participants with the familiarity (r = 0.45), and the correlation of the accu-
racy with the familiarity was statistically significant (p = 0.02). Figure 4 shows the scatter plot
of the accuracy of predicting the websites correctly based on their familiarity with the website.

8 Discussion

The results of the four-week test showed that people would change their risk exposure if it is simple
to do so. Significant changes in risk exposure online at the individual level, aggregated over users,
creates a decrease in exposure. It also illustrated that people did not necessarily feel that they
were changing their behaviors. Although the changes in risk level continued over four weeks,
the reported changes in risk level decreased. Our optimistic perspective is that this implied that
changing the risk level became significantly relaxed as not to be remembered. The result of the
in-lab phishing study is that the tool easily distinguished between familiar and unfamiliar sites.
Currently, it is trivially easy to implement a phishing site by copying the code and functionality
of a legitimate website. The extensive blocking would make such attacks much more difficult.
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The ease of overriding the blocking makes the defense acceptable. The control group expressed
high levels of confidence in their safety and practices. This is not uncommon in computer security
and privacy risks. Wash found that vulnerable participants whose mental models of computer
security were aligned with unsafe behaviors felt quite safe online [48]. In a study of two-factor
authentication, individuals rejected additional security on the basis that they thought their own
passwords were secure [20]. Our instrumentation could only measure when Firefox was in use;
therefore, if the participants changed browsers, then the data would not be included. If this
experimental prototype were to be used in production, the measures of risk would need to be
more exacting. The domain names and certificate results were consistently reliable, as shown by
the previous studies where the website certificates and domain names were studied [19,45]. The
use of PhishTank as a source of blacklisting was feasible only because the use of the toolbar was
limited; a dedicated site would be needed in production. Instead of the rough identification for
scripts, advanced collaborative script detection should be used. The computational complexity of
measuring the risks of scripts is the reason we used white lists and blacklists, despite the relevant
preexisting research on that topic.

9 Limitations and Future Work

To preserve the privacy of participants, we did not record the specific addresses of visited sites by
a particular person or group. They were used solely on the back-end of the system in the natu-
ralistic study. As a result, specific traffic data by group or person was intentionally not compiled.
The in-lab study had a limited number of people tested under two stress conditions; given the
lab setting, the generalizability of observed phishing resilience may be restricted. The compo-
nents of phishing resilience are an area where additional cross-cultural studies would inform our
results. This research builds on decades of findings surrounding risk perception, particularly the
perception of online risks. Previous studies reported our work on understanding, estimation, and
interaction with privacy risk. The default selected for the naturalistic testing of the prototype was
a medium risk. The uncertainty in calculations of the security and privacy risks reifies the impor-
tance of defaults. Future work could also include bundling the toolbar with anti-virus programs,
mainly as many participants believed this was already the case. Ideally, such an interaction could
be bundled with other privacy-protecting systems; Tor could be an ideal candidate. A larger-scale
phishing identification experiment with a more diverse population is an additional possibility for
future work.

10 Conclusion

As threat detection and information technology become more complex, non-technical people who
are already overwhelmed cannot be expected to manage this complexity. These two trends, to
increase sophisticated threats and to increase user technical heterogeneity, have been treated as if
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they exist in opposition. Through our toolbar implementation and user studies (naturalistic and
in-lab study) have shown that these issues can be well-aligned by combining risk communication
and usable interactions with a complex, personalized back-end. In our naturalistic study, we
found that those with the toolbar extension took fewer risks and were more aware of online
risk than the control group. Participants in our in-lab experiment showed that using the toolbar
extension significantly increased their accuracy in detecting spoofed websites. They determined
the acceptability of risk given their history and contexts. Usability, cognitive misalignment, or
incentive misalignment have all been presented as underlying the phenomena. Among security
professionals beyond the usability community, it is common to hear of the “ dancing pigs” problem,
where “Given a choice between dancing pigs and security, users will pick dancing pigs every time.”
The challenge to security is framed as security awareness, where users must engage in constant
vigilance.
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